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Abstract 

Machine learning is one of the most prominent frontiers in artificial intelligence. Deep learning, 

which is a part of machine learning, has blown up in popularity in the scientific community, owing 

to the paper published by Geoffrey Hinton (Hinton, Osindero and Teh, 2006), due to its 

generalizing ability to complex and high dimensional datasets.  

A big problem that any type of learning faces is the problem of class imbalanced data. This problem 

may significantly impact the performance and generalizing ability of ML / deep learning models. 

This is researched extensively with machine learning algorithms, but there is limited empirical and 

theoretical research with regards to deep learning, as this is still a relatively new field. An 

imbalanced learning technique that combats class imbalanced datasets with minimal fine-tuning 

of algorithm parameters or data relative to the level of imbalance will prove extremely useful in 

the field of deep learning. 

The proposed solution is capable of addressing class imbalance with datasets that are severely 

skewed, as well as moderately skewed, and is experimented with different types of deep learning 

architectures and datasets. A novel imbalanced learning technique is proposed which includes a 

custom loss function to reduce the impact of easily classified instances on the total batch-wise loss. 

Along with that, a restricted dynamic sampling technique is introduced which dynamically alters 

the training set every epoch based on the class-wise F1 scores, calculated in a one-versus-all 

manner, obtained for the previous epoch. This technique provides performance improvements with 

deep learning models without any need to alter the training data distribution before training or alter 

the model components. It can also be extended to a variety of imbalance levels and not just 

significantly skewed datasets with high imbalance levels. 
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