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Abstract 

 

As the demand for deploying deep learning models on high-end mobile devices and IoT devices 

increases, the need for efficient machine learning model optimization becomes critical to 

execute on-device AI tasks. One of the primary challenges in this context is the retraining 

process of these models on IoT and mobile devices with new data, which is constrained due to 

limited processing power. This limitation hinders the generation of accurate domain-specific 

inference results, as models may not be as well-trained with real-world. 

 

To address this problem, a novel prediction system was developed that predicts the most 

suitable optimization technique using historical data. This system incorporates a neural 

network specifically designed for making predictions under available computational resources. 

By devising an adaptive neural network training and optimization approach, the system can 

interact with new data effectively and accurately, enhancing the overall performance of deep 

learning models on mobile and IoT devices. 

 

The proposed system was tested under various resource utilization scenarios, with a focus on 

data science metrics to evaluate its performance. Compared to the random selection of 

optimization techniques, the novel prediction system demonstrated significant improvements 

in the effectiveness of the overall system, increasing it by 15-25%. These results highlight the 

potential of the adaptive neural network training and optimization approach in enhancing the 

performance of deep learning models deployed on resource-constrained devices, paving the 

way for more accurate domain-specific inference outcomes. 
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