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ABSTRACT 

In the era of digital information, the overload of online content, particularly news articles, has 

made information gathering a challenging and time-consuming task. This problem is exacerbated 

for readers with short attention spans. This research presents an automatic text summarization tool 

that generates concise, relevant, and accurate summaries from online news articles, providing 

solutions for users with limited time and attention. 

The research project aims to develop a tool that can automate abstractive text summarization, 

alleviating the manual process of filtering through vast amounts of data. The focus lies on the 

detection of the most significant aspects, producing high-quality summaries tailored to the user's 

interest. The proposed solution introduces a novel approach to aspect-based summarization. It 

employs a sophisticated blend of  NER and aspect embedding sentence similarity for precise aspect 

extraction and DL methods, focusing on accurate extraction of relevant aspects from news articles. 

The novelty of this work is in developing a system capable of generating both generic and aspect-

based summaries, accurately identifying and extracting relevant aspects from news articles, an area 

uncharted in previous research in NLP. The work also contributes to the research domain by fine-

tuning existing DL models. The research concludes with promising results, as the designed system 

effectively outperforms existing solutions in benchmarking, showcasing significant improvements 

in performance. The application of Hierarchical Attention Mechanism shows noticeable impact on 

the model's performance, improving the quality of the generated summaries.  
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