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ABSTRACT 

Deepfake technology is widely used, which has led to serious worries about its potential for 

malicious usage, particularly in the context of profile images on social media platforms. This can 

result in misleading information, impersonation, and other harmful activities, making it crucial to 

develop robust deepfake detection methods. 

In this research, the author proposes a solution for deepfake detection in profile images using deep 

learning approaches, including transfer learning and hybrid models, along with Explainable AI 

(XAI). The proposed solution leverages transfer learning to fine-tune a pre-trained deep neural 

network and alter the architecture of models to improve the overall performance. Additionally, 

XAI is employed to increase the interpretability and transparency of the decision-making process, 

enabling the understanding of why a particular image was classified as fake or real. The proposed 

solution was evaluated on a on various testing matrix and was able achieved high accuracy, 

robustness, and interpretability. These results demonstrate the potential of transfer learning, hybrid 

models, and XAI for effective deepfake detection in profile images. 

The author of this work has trained a InspetionResnetV2 model as the backbone and have made a 

custom hybrid architecture for the feature extraction which achieved an accuracy of 0.96 for the 

testing data and loss of 0.1388. To interpret the results of the model, the author used a combination 

of LIME and Integrated Gradient XAI techniques. LIME XAI helps to provide an explanation of 

how the model arrived at its predictions highlighting the regions that are used for the prediction, 

In the integrated gradient it’s shows the interpretation  of the pixels that are used for the arrival of 

the decision 
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