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Abstract 

Insurance sector is the most important domain currently available in all over the world 

which defined as a mechanism of transferring financial risk. Even though, preventing 

risk is unpredictable, insurance can financially safeguard people from the risk. So, it is 

important to keep people engaged in insurance sector by having more insurance 

products rather than having one insurance product. Through this study, a timely need 

solution will be developed to help insurance industry for engaging people more on their 

products by considering cross-selling concept. Since most of the people have health 

insurance products, the study area will be focused on selling motor insurance products 

for the health insurance policyholders. A system will be developed to predict 

policyholders’ interest status on motor insurance products. Several predictive 

algorithms will be carried out to predict the interest status on motor insurance products. 

Logistic Regression, Decision Tree, Random Forest, XG Boost, Adaboosting and Light 

Gradient Boosting will be evaluated to carry out the best fitted model for prediction. 

SMOTE techniques will be used to handle the class imbalance in response class. As the 

model evaluation criteria, accuracy, precision, recall and F1-score has been conducted 

through the advanced analysis process. Furthermore, validation of the best fitted model 

will be conducted using K-fold cross validation approach. Based on the results of the 

model outcomes, XG Boost model with SMOTE technique is selected as the best fit 

model for cross-selling prediction model with 80% recall and 76% accuracy.  
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