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Abstract 

A widely researched domain in the field of image processing in recent times has been single image 

super-resolution, which tries to restore a high-resolution image from a single low-resolution image. 

Many more single image super-resolution efforts have been completed utilizing equally traditional 

and deep learning methodologies, as well as a variety of other methodologies. Deep learning-based 

super-resolution methods, in particular, have received significant interest. As of now, the most 

advanced image restoration approaches are based on convolutional neural networks; nevertheless, 

only a few efforts have been performed using Transformers, which have demonstrated excellent 

performance on high-level vision tasks. The effectiveness of CNN-based algorithms in image 

super-resolution has been impressive. However, these methods cannot completely capture the non-

local features of the data. Enhancer is a simple yet powerful Transformer-based approach for 

enhancing the resolution of images. A method for single image super-resolution was developed in 

this study, which utilized an efficient and effective transformer design. This proposed architecture 

makes use of a locally enhanced window transformer block to alleviate the enormous 

computational load associated with non-overlapping window-based self-attention. Additionally, it 

incorporates depth-wise convolution in the feed-forward network to enhance its ability to capture 

local context. This study is assessed by comparing the results obtained for popular datasets to those 

obtained by other techniques in the domain. 
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